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. H ABSTRACT

casting,

Multicasting is a more resourceful technique of maintain grouping communication than uni-casting or broad-
that allows transmission and routing of packets to multiple destinations using cognitive network
resources. The multicast networking structure involves the communication network from one source to many |
destinations. The wireless network is made up of a collection of network elements with varying energy capacity.
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1. INTRODUCTION:

Wireless communication is the transfer of information
between two or more destination places that are not
associated with an electrical conductor. The informﬁgr‘t
is delivered to each of the links only once, and copie:

created when the links to the destinations s»%it,mthus
§ 4

-—LM

crea"u‘ng an optimal distribution path. Milticasting
redtk:es unnecessary packet duplication.: A wir »
network utilizes radio communication, unli’yewljigﬁl
networks which employ electrical cond,L;,,,dtors [1]

Wireless multicasting can therefore be loosely'defined as
the process of multicasting over wireless networkZ’;,; The

-ogniti onsisls uf radios with fully directional™ i
cognitive network consisls of ra y directiona \.maximized. Furthermore,

antennas in receive model each element transmits omni-
di ,_ipnally and receives directionally with a fixed beam
wid 18", that can take on a bore sight angle & 2 (0, 2n).
The cognitive network framework encompasses a wide
spectrum of possible implementations and solutions. The
cognitive process consists of three cognitive elements
that distribute the operation of the cognitive process
both functionally and spatially.

2. Cognitive Networking System:

The multicast networking system involves the
communication network from one source to many
destinations. Many factors may affect a wireless multicast
flow’s lifetime. For instance, traffic congestion can cause
timeouts in upper layer protocols, interference can cause
loss of connectivity at the physical layer, and mobility can
cause unexpected disconnections in traffic routing.
However, for mobile and portable devices, one of the
chief factors in the lifetime of a flow is the utilization of
the energy contained in the batteries of the mobile
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radios. Particularly for multi-hop wireless flows, the
lifetime is limited by the radios whose battery fails first.
his is the radio whose lifetime our cognitive network

nety
ay be battery powered, with limited capacity,
ers may be less mobile, with large and high
atteries. The lifetime of a data path, however,
he radio utilizing the largest fraction of its
apacity. By minimizing the utilization ot this
ck radio, the lifetime of the path can be
consider a network where
radios are equipped with directional antennas, which are
useful to reduce interference, improve  spatial
multiplexing, and increase range.

We model a network consisting of a set of radios N = {1,
2,...,n}, in which the objective is to create a maximum
lifetime multicast tree between source s and destination
set D. As described earlier, the cognitive network controls
three modifiable network parameters: the radio
transmission power contained in the elements of vector
“pt”, the antenna directionality angles are contained in
the elements of vector “@” ang element routing tables
(contained in each node of the multicast tree “T”. The
states of the modifiable elements are part of the action
set “A”, of which the action vector a contains the current
state of each modifiable element [3]. In the model used
here, the lifetime of a radio is inversely proportional to

the utilization of the radio’s battery, that is define in the '
equation......... 4~
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3. Multicasting Operation With o oyhihiting
pti MOde: . rQQ“N -
i = — The network consists of radiyg with « ‘fo
CcoL; f v antennas in receive mode1 each eleme by %

Where “pt” is radio “i’s” pransmission power and “ca;” is directionally and receives d"eCthnany \ o Wh

the remaining energy capacity of its battery. The lifetime
of a data path is limited by the radio utilizing the largest
fraction of its battery capacity, so over the entire
multicast tree “T”, the lifetime will be inversely
proportional to the utilization of the max-utilization
radio, that is define in the equation.......... “II”.

width uen that can take on a bore Slght a:\ “h\' :z(:
The operation of an ad-hoc network Wg\th
antennas system in receive mode shown i i i &u\

is Omni-directional receive operation '!\
Directional receive operation and “C” is M. son

The shaded areas extending from the radigg | The

regions of increased gain [4]. the
con
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Figure 1.1 (B): Directional receives operation
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g "1* transmits, the signal experiences gain
when e within the main beam of the antenna system
of sefine with equation “lII”.,

1 thatis
‘ 27T
\ gb= 0

'y | ene Jeaks outside the main beam in side lobes.
3 Somf,action that ends up in the beam is pct £ (0, 1) and
v The outside the beam is (1 - pct). We also

. the fractio” ttenuati :
consider 2 path loss attenuation factor, proportional to

equation

1
9P = d(i. §)°

dfi, j) is the Euclidean distance between source “i”
Pastination” j° and “@” is the path loss exponent.
nmisfing these gains and attenuations, the overall gain

m a transmission by radio “i” received at radio " i

wn with equation v,

et al. International Journal i i
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gb( 4 B = ali 4 [
ay(9,) = gpij - &j €ali j)+ 3
9Py - (1 — pet)
e "4
Where a (j, j) is the angular function between radios “i”
and ”j”-

4. Cognitive Network Frame Structure:

The cognitive network framework encompasses a wide
spectrum of possible implementations and solutions. This
approach allows the framework to be a method for
approaching problems in complex networks, rather than
a specific solution [5]. The framework sits on top of
existing network layers, processes, and protocols,
adjusting elements of the software adaptable network to
achieve an end-to-end goal. In this, how a cognitive
network that solves the multicast lifetime problem fits
into the framework. We examine each layer, showing
how the requirements layer provides goals to the
cognitive elements, how the cognitive process performs

e feedback loop, and identify the functionality of the

g adaptable network and its idca define in the

Working Operation

FﬂMu Opsration

Worlang Processes

Levslof Regrarement

Level of Capabuiny

vy

Levelof Provocol

Services

Level of Framework

Fi : iti
gure 1.2: Cognitive Network Frame Structure
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5. Cognitive Network Process:
The cognitive

: process consists of three cognitive
e

ements that distribute the operation of the cognitive
Process both functionally and spatially: power control,
direction control and routing control. Power control
adjusts the physical transmission power (pt;), direction
control adjusts the medium access control spatial
Operation (@), and routing control adjusts the network
layer’s routing functionality (T).

The software adaptive network status sensors provide

et al. International Journal of Engineering Technolog

y and Computer Research (JETCR) 2 () 201, .
0

represented by the utility functio, “ f},i
jon “VI". g
equation \ "} P

= )
Uob e
no Ly
ufc(a) == T {'J'} =t i f"fﬁd"'
keG; Gik i }#ﬁ‘ 4,011
imi '::"lrf ’f\"
Which is maximized when the transmit, \ /‘; “’:Iocl‘

g :
exactly the power needed 1o reach the Chilg 5 o
the greatest noise and least gain factor? « » isx%! «;g“’
child radios that receive from radio “ i, the % ¥

each cognitive element with partial-knowledge of the tree. ! orisi“’l )
network. Battery utilization and routing tables are only B. Direction Control: ' st
reported within a radio’s k-hop neighborhood [6). The k- Direction control purpose is to maximize the p,_ [
hop neighborhood of a radio is defined to be every radio radio’s SINR by controlling the directional angle
reachable in the routing tree via k hops, following the antenna beam “@;” locally at every antenna, Qne{ ‘cnnark
routing tree both up and down branches that is shown in that the utility can take is in following equation “wp ol
the figure 1.3.
uP“(a) = pr; — no;
.................... Vil Fig
rotating the directional antenna, the rag -
reases the gain from the parent radi, ri:hm b
o ing interfering signals. we us
é & C‘. Rou ng\ggntrol: mc“ngp,
o/ e \ The pg&\ of routing control is to minimize .eachra G
/ uﬂc ttery i tiﬁgzation by manipulating the routing tre algori
S | S "HU%d by the network. The utility can be eXPresse yiven b
- equa Vi jtaand p
Figure 1.3: Routing tree both up and down branches\*::?.‘ _ re 3 1 o §
The set of k-hop neighbors for radio i is represented by'N R, U (a) = Z ya‘t’:'m‘:
K. . The software adaptive network also provides Vil Step3: |

information about the required power needed to meet
the signal to interference and noise ratio requirement of
each of the next hop child radios in the multicast route.
The set of child radios for radio are represented by C;.

6. Cognitive Network Process Elements:

The cognitive process consist by the three cognitive
elements such as power control, direction control,
routing control described above, and each operating on
every radio in the network [7]. In this, the strategies
utilized by these elements to achieve the above
objectives goals and identify the critical design decisions
used by each cognitive element.

A. Power Control:

Power Control’s purpose is to minimize the transmission
power on every radio subject to the system constraint,
This means that a radio wili attempt to transmit at the
minimum power that connects it to all of its children

through the local control of “pt”, The objective can be

" 2013 LJETCR. All Rights Reserved.
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By manipulating the children radios that it has to tnvﬂg

h f
to, radios can reduce their transmission power 4:

battery utilization. Shetnn
Steps:

the we
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3. WATERMARK EMBEDDING
AND
EXTRACTING PROCESS

V) selected pixel values (spatial domain);

\\i\ homam), In such a way that the watermark is undetectable to
‘N' uman eye and is achieved by minimizing the embedding

it distortion to the host image [8].
SE\\\ 'Thc'systcm block diagram for the embedding process is shown
“\‘\“S\ in Figure 3.

Original
eCeivy Image
e of Embedding Watermarked
ne fu Process Image
VII". Watermark——
Figure 3: Watermark Em bidding Process
radio ¢

& W\\Thc walermark extraction follows a reverse embedding

adwo, Igorithm, but with a similar input parameter set [9]. In this
aper we used the DCT domain for Watermark embedding and
tracting process on permuted image.

» each radi WATERMARK EMBEDDING
ting tree GORITHM

te algorithm which is used to embed a watermark on an image
xpressed

given below. We take input as Original Image and Watermark
ita and produce output as Watermarked Image.

tepl: Start
tep2: Read input gray scale Image in 256 x 256 standard and
Vatermark Data.
step3: If the Walermurk 1s small then it is padded with ones
otrans; | 'S) so the small watermark image scale up to the max message
gth for original image.
= ~4; Permuted the original image using pseudo random
“Se ,-¢nce.

StepS: Perform DCT on Each 8*8 block of image and Embed

the watermarking information into the (3.3) and (4.4) pixel of

the 8x8 DCT coefficient block by classical cocllicient exchange
scheme. DCT of each block is calculated.

Top Step6: DCT co-efficient at the position say (3,3) and (4,4) are

ced compared f(.". every blqck The DCT block will encode a “0” if

‘ Pixel at position (3.3) is greater than or equal to the pixel at the

ZiME position (4 4) otherwise it will encode a “1” The coefficients are

then S\x"apped if the relative size of each coefficient does not
p agree with the bit that is to be encoded
1 Step7: Re-permuted the image.

ower

ol Step8: Stop.
} [ -
hl}:i‘l‘n(s)?r;mr;l of the watermark in the mid band of the coetlicient
aL >
e averaged DCT block BIVES extra robustness to the
\
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5. WATERMARK EXTRACTING
ALGORITHM

For check the original image is watermarked or not, after
embedding the watermark into original image we apply the
watermark extracting algorithm. The algorithm which is used to
extract a watermark is given below.

Stepl: Start

Step2: Permuted the Watermarked Image pseudo random
sequence. )

Step3: Subdivide the Watermarked imape into 8x8 sub-images
using DCT domain.

Stepd: LIL'I' co~etticient at the position su'y-(3,3) o.nd_(4,4) arc
compared for every block. If pixel at position (3,3) is greater
than or equal to the pixel at the position (4,4) then Watermark
bit hidden would be black or DCT block will encode a “0” elsc
white or DCT block will encode a “1”.

StepS: Stop.

6. SIMULATION RESULTS AND THEIR
ANALYSIS

Two metrics for quality of watermarked images have been used
which are Peak Signal to Noise Ratio (PSNR) and Similarity
Factor(SM).

In order to test the performance of this watermarking scheme,
we have used 256x256 gray scale images which are Lighthouse,
Girl and Pepper. The original watermark is shown in figure 4.
The watermarked images and the extractcd watermurk ure
shown in figure 5-7.

For image with 255 gray levels, the PSNR is defined as:

255)°
PSNR =101og, | (233) | 4
MSE

Where MSE is the mean Square error of two images of N x N
pixels is defined as

] & X D z2
MSE=—52. 2 (p,-P))
Jj=1

i=]

Where P, is the original pixel value and P,, 1s the reconstructed
pixel value.

The similarity factor has value [0,1)
equation . If SM = 1 then the embedded watermark and the
extracted watermark ure same. Generally value of SM>.75 1S
accepted as reasonable watermark extraction.

calculated using following

SM = Z'Ul Z':'I”,.\! (i, VI.)”’\} (f. /.)
PO SATNTIS Seb ST

Where W, is Original W

atermark and ”',, 15 detected
watermark



Figure S: Permuted Lighthouse image and Watermarked
Lighthouse image

fia'l

ermarked Girl

pPermuted Girl image and Wat

Figure 6:
image

eand W atermarked Pepper

i . permuted Pepper imag
Figure 7: I'€ e
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]“ﬁ l()“()wm Iab]c 2 ShOW the ]SNR ()l [he d”]cjt“[
g S

\Vﬂlcnnﬂrkcd '
Images
Cxtract wate S and the Sjmijae
r'marks Similarity f, ctor (3
h ’ M) of the
eir

Table 2; ps
NR and SM valyes for diffe i
Image i rent images
egree of P
‘ Permutation S S
Lighthouse 100 40

36 0.89
388 39.93 0.90
_ 36.13 0.97
100 43.94 .99
200 4322 | 099
— 400 40.10 1.00
” 100 44.87 0.99
300 40.79 0.99

400 34,62 1.00

When PSNR is higher than 30, Watermarked image has a very§&
good quahly and the eye could hardly tell the difference betweer
tl}e original and the Watermarked image. While when SM s
hlgher than 0.75, the extracted Watermarked is considered as
valid one. From the above Table we can safely say that the
watermarking schema discuss in this paper has a good
invisibility and can extract the marks correct. Figure 8 show the
graph between SM and different degree of permutation.

L i ! v T T T =
_,__.,.....-———-———-"—‘—’_'—P_’_’—’—_——"’v‘- ’/
’/
rd
uwsr W B
,//
/"
0%} / |
A/"
Z 0%t /
0921 1
09¢ i —Girl '
— ——— Pepper
b_‘—_’J—__L_—_;_—J——J—:—ﬂm‘
. %0 30 B0 40 450 50

Figure 8: SM value

%3
50 10 150 200

Degree of Permutation

s of different watermarked images are

increases using permutation

7. CONCLUSI
Digital Watermarking
into original images i
minimized an
watermarking
transform domains
have relative Jow-bil
domain-based tect

d remain
algorithms have been propose
I'he techmques N the sp

\niques can embed morc

ON

is the process of inserting watermark data
n a way that the degradation of qualty 15
in an invisible level Many digital
d in special and
atial domain still

On the other hand, frequency
hits for watermark

capacity.



and are more robu
St to a < ;
transform Watermark anori&f““‘\ In this paper, we us¢ DCT

We use the . ms based on robusiness,
algorithm Permutation method for more secure wat K
gorithm. The robystness ermarking

f the wat i
- 0 Watermarking methods h
(Pglllxllg;castl‘"tel? by computing the Peak Signal %o Noise ;at?:
¢ Watermarked Image and Similarity between

original Wate : !
Factor (SM), ™mark and extract Watermark using Similarity
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